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Abstract

A df particle simulation method is developed for solving the gyrokinetic-Maxwell system of equations that describes

turbulence and anomalous transport in toroidally confined plasmas. A generalized split-weight scheme is used to

overcome the constraint on the time step due to fast parallel motion of the electrons. The inaccuracy problem at high

plasma b is solved by using the same marker particle distribution as is used for df to evaluate the bmi=meAk term in

Ampere�s equation, which is solved iteratively. The algorithm is implemented in three-dimensional toroidal geometry

using field-line-following coordinates. Also discussed is the implementation of electron–ion collisional effects which are

important when kinetic electron physics is included. Linear benchmarks in toroidal geometry are presented for mod-

erate b, that is, b � 1, but bmi=me � 1. Nonlinear simulation results with moderate b are also presented.
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1. Introduction

Up until recently, gyrokinetic particle simulations of Ion-Temperature-Gradient driven (ITG) micro-

turbulence and turbulence-induced transport typically assumed the electrons to be adiabatic [1–4]. The

difficulty of a fully kinetic treatment of electrons in gyrokinetic particle simulations using the df -method

arises from the fact that for typical tokamak plasmas, the electrons move a factor of �
ffiffiffiffiffiffiffiffiffiffiffiffi
mi=me

p
(mi and me

are the masses of the ion and the electron) faster than the ions along the magnetic field. This poses a

stringent accuracy constraint on the time step that has the form of a Courant condition, kkvTeDt K 1.

Various techniques have been employed to overcome this constraint on the time step [5–7]. Among these
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techniques, the split-weight scheme [7] appears to be especially promising and a generalized version has

been implemented for toroidal geometry [8]. Numerical experiments [8] show that for low b cases a time

step about one third of that used in typical adiabatic electron simulations can be used for robust nonlinear

simulations, whereas df simulations without the split-weight scheme are numerically unstable for much

smaller time steps. However, an accuracy problem due to the use of the split-weight scheme is noticed in the

simulation of shear-less slab drift waves, which favors the use of small �g, the split-weight parameter

representing the fraction of the total adiabatic electron response proportional to the electrostatic potential

[8]. Numerical experiments show that by making a proper choice for �g both accuracy and numerical ro-
bustness can be achieved simultaneously.

A more severe problem due to high b, which is previously observed in df simulations by Cummings

[5], is again present in the split-weight scheme [8]. The problem arises from the fact that when the

parallel canonical momentum pk is used as a coordinate, as suggested by Hahm et al. [9], a large

current appears in the Ampere�s law due to the zero-order distribution [for most applications a

Maxwellian distribution in terms of pk, f0ðpkÞ], which needs to be exactly canceled by the corresponding

part carried by the particles and their weights. Any inexact cancellation can potentially lead to a severe

accuracy problem. While in slab geometry this difficulty leads to inaccurate results at even moderate b
(bmi=me P 1), in toroidal simulations it leads to numerical instability. A similar difficulty is encountered

in the so-called continuum method of solving the gyrokinetic-Maxwell system of equations [10,11], in

which an Eulerian grid is used for integrating the gyrokinetic equations. It has been suggested earlier

that the resolution of the magnetic skin depth might be necessary to achieve better accuracy [5,10].

However, this is not the case. Some formulations of the continuum method do not experience this

problem [12], and recent research indicates that the problem is completely solvable in the continuum

approach by judiciously evaluating the current in Ampere�s law due to f0ðpkÞ in a way that is consistent

with the evaluation of the current carried by df [11,13]. Regarding the particle approach, Lee�s
recent work suggests that the problem can be solved with a different split-weight scheme [14],

pending numerical results from an implementation of the scheme in three dimensions and toroidal

geometry.

In this paper we present a solution of the high b problem for the df particle method, as well as a

technique to improve the accuracy of the split-weight scheme. Since electron–ion collisions have been

shown to be important for linear physics [12], a Monte-Carlo algorithm for treating the electron–ion

collisions when using the df -method [15] is also described and implemented. The high b problem is solved

along the same lines as that used in the continuum approaches, i.e., by evaluating the f0eðpkÞ contribution to
the current in a way that is consistent with the computation of df . Since in the particle approach, particle

coordinates evolve in time, the matrix resulting from discretizing Ampere�s law is dependent on time in a

very complicated manner and therefore requires a special technique to invert. We use a hybrid approach

which iterates on the particle-coordinates-dependent part of the matrix in Ampere�s law, but a direct

method to invert the particle-coordinates-independent part of the matrix using Fourier transforms. The

algorithm is implemented for an unshifted circular flux surface magnetic equilibrium using the field-line-

following coordinates [16]. Extensive linear tests have been performed, including simulations for a shear-

less slab geometry, which show good agreement between the code and the linear dispersion relation, in cases
where previous algorithms fail [8], and toroidal simulations which agree with Eulerian codes [11,12,17] in

terms of both mode frequency and growth rate, for both the finite-b stabilization of the ITG mode and the

Kinetic Ballooning Mode (KBM).

The paper is organized as follows. In Section 2 the equations for the gyrokinetic-Maxwell system of

equations is presented in a form ready for particle simulations. Numerical algorithms are described in

Section 3, with emphasis on the cause of the high b problem and the solution. Examples of

simulation, both linear and nonlinear, are presented in Section 4. Concluding remarks are given in

Section 5.
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2. df -method for the gyrokinetic-Maxwell system of equations

2.1. Normalization

We consider a toroidal plasma with an on-axis magnetic field strength of B0, ion temperature T0i, electron
temperature T0e and ion number density n0 at the center of the simulation domain. B0 is used as unit for

measuring magnetic field strength and n0 for number density. We assume ions are single charged. The ion

mass and electron mass are measured in units of the proton mass, mp, and are denoted by mi and me.

Defining mpv2u ¼ T0i and xu ¼
ffiffiffiffiffiffiffiffiffiffiffi
mpT0i

p
=eB0, vu is used as the unit for velocity, xu for the unit length, and time

is measured in units of tu ¼ mp=eB0. Finally, we define miv2Ti ¼ 1 and mev2Te ¼ T0e=T0i ¼ 1=s, so that electric

potential /, vector potential Ak and electric current are measured in units of T0i=e, T0i=evu and en0vu, re-
spectively.

2.2. Equations for split-weight scheme

Using the canonical momentum pka ¼ vka þ qa
ma

Ak
� �

as a coordinate [9,18], the gyrokinetic equation is

written as (a ¼ i; e)

ofa

ot
þ vGa 	 rfa þ _ppka

ofa

opk
¼ CðfaÞ; ð1Þ

where

_ppka ¼
qa

ma

~bb 	 r /h i 
 la

ma

~bb 	 rBþ vkaðb 	 rbÞ 	 vE þ
qa

ma
vGa 	 r Ak

� �
; ð2Þ

vGa ¼ vka~bbþ vda þ vE is the guiding center velocity, ~bb ¼ bþ dB?h i=B, vE ¼ Eh i � b=B, and

vda ¼
mav2?=2
qaB3

B�rBþ
mav2k
qaB

b� ðb 	 rbÞ ¼
maðv2k þ v2?=2Þ

qaB3
B�rBþ

mav2k
qaB3

b� ½ðr � BÞ � B�

�
maðv2k þ v2?=2Þ

qaB3
B�rB ð3Þ

is the grad-B and curvature drift for low b (b � 1) tokamak plasmas, for which the second term in the

second line of Eq. (3) can be neglected. In this paper the electrons are described by the drift-kinetic

equations due to their small gyro radii, so /h i ¼ /, etc., for electrons. CðfaÞ is the collision operator. We do

not consider collision effects on ions, CðfiÞ ¼ 0, and use a Lorentzian operator for electrons, CðfeÞ ¼ CLðfeÞ,
with

CLðfeÞ ¼ me
1

2

o

ok
ð1
 k2Þ o

ok
fe; ð4Þ

where k ¼ vk=v is the pitch angle parameter. me is the collision frequency,

me ¼
n0ee4 lnK
4pe20m2

ev
3

Zeff

�
þ Hee

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mev2=2T0e

p� ��
ð5Þ

with

HeeðxÞ ¼
e
x2ffiffiffi

p
p

x
þ 1

�

 1

2x2

�
erfðxÞ:
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The ions are simulated using the usual df -method. Define fi ¼ f0i þ dfi with f0a the Maxwellian distri-

bution in pka (ea ¼ maðv2?a þ p2kaÞ=2),

f0aðxÞ ¼
n0aðxÞ

ð2pÞ3=2v3TaðxÞ
e
ea=mav2Ta : ð6Þ

dfi evolves according to

ddfi
dt

¼ 
 vki
dB?

B

�
þ vE

�
	 rf0i 
 _eei

of0i
oei

; ð7Þ

where _eea ¼ lavGa 	 rBþ ma pka _pkapka.
A fraction of the adiabatic part of the electrons perturbed distribution is treated separately in the split-

weight scheme [8]. Thus we write

fe ¼ f0e 
 �g/
of0e
oee

þ h: ð8Þ

The original split-scheme [7] corresponds to �g ¼ 1. It has been previously shown [8] that when many kk
components are included particle simulation is possible only with a nonzero �g. On the other hand, as long

as �g is not too small, �g > 0:1, the time step is not sensitive to �g and does not have to be unity.

The distribution h evolves according to

dh
dt


 CLðfeÞ ¼ 
 vke
dB?

B

�
þ vE

�
	 rf0e 
 _eee

of0e
o�e

þ �g
o/
ot

�
þ vGe 	 r/

�
of0e
o�e

þ �g/ vke
dB?

B

��
þ vE

�
	 r of0e

oee
þ _eee

o2f0e
oe2e

�
: ð9Þ

It is important to keep CLðfeÞ instead of CLðhÞ in this equation. The collision operator will be discussed

further in Section 3.
The electric potential / is given by the gyrokinetic Poisson equation [19],

ð/ 
 ~//Þ þ �gs/ ¼
Z

dfidðRþ q 
 xÞ dRdv

Z

h dv; ð10Þ

where dv ¼ v?dv?dvkdn, n is the gyro angle, and q is the vector leading from a particle�s gyrocenter to its

actual position. _// ¼ o/=ot is obtained by taking the time derivative of Eq. (10),

ð _// 
 ~_//_//Þ ¼ 1

me

rkAk 
 �gr 	
Z

/
of0e
o�e

vGe dv
r 	
Z

dfi vGi dðRþ q 
 xÞ dRdvþr 	
Z

hvGe dv


r 	
Z

f0i vE dðR
�

þ q 
 xÞ dRdv

Z

f0evE dv

�
: ð11Þ

In Eq. (10) ~// is defined as

~// ¼
X
k

C0ðk2?v2Ti=X2
i Þ/k e

ik	x ð12Þ

with / ¼
P

k /k expðik 	 xÞ. _// and
_~//~// are similarly defined.

The vector potential Ak is given by Ampere�s law,�

r2

? þ bi

me

�
Ak ¼ bi

Z
dfi pkdðR

�
þ q 
 xÞ dRdv


Z �

 �g/

of0e
oee

þ h
�
vk dv

�
: ð13Þ
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Here bi � l0n0T0i=B
2
0 is related to total plasma b through b ¼ 2ð1þ 1=sÞbi. The bi=me term in Eq. (13) and

the first term on the right-hand side (RHS) of Eq. (11) represent contributions of the electric current carried

by f0eðpkÞ, due to the distinction between pk and vk. For the same reason, the second and the fourth term on

the RHS of Eq. (11) and the last term of Eq. (13) contain nonlinear terms proportional to Ak. The cor-

responding ion current,



Z

ðf0i þ dfiÞ
1

mi

hAkidðRþ q 
 xÞ dRdv;

is neglected because it is a factor of me=mi smaller than the corresponding electron term. For typical plasma

parameters, the bi=me term on the left-hand side (LHS) leads to numerical difficulties [8] and this is the main

focus of this paper.
2.3. df -method particle simulation

The system of equations, Eqs. (7)–(13) are solved using df particle simulation methods. Thus we define

ion and electron weights, wi and we, to be proportional to dfi and h, respectively [1,15]. Particles are

typically loaded uniformly in space and Maxwellian in velocity. Weights evolve according to

dwi

dt
¼ 
 vki

dB?

B

�
þ vE

�
	 1
f0i

rf0i 
 _eei
1

f0i

of0i
oei

ð14Þ

and

dwe

dt
¼ 
 vke

dB?

B

�
þ vE

�
	 1

f0e
rf0e 
 _eee

1

f0e

of0e
o�e

þ �g
o/
ot

�
þ vGe 	 r/

�
1

f0e

of0e
o�e

: ð15Þ

The dependence of f0a on x is very weak,

qi

1

f0a

of0a
ox

����
���� � 1;

and once the gradients of f0a are evaluated in the above expressions, the dependence of f0a on x is always

dropped, with n0aðxÞ and vTaðxÞ replaced by 1 and vTa. The collision operator CL is implemented as random

pitch-angle scattering in the electron motion equation, as described later. Notice that in the presence of

collisions the exact marker distribution along the (random) particle trajectories cannot be known [15] and is

approximated by f0 in the weight equations. The crucial nonlinear E� B dynamics and the perturbed

motion due to magnetic fluttering, vkdB=B0, are included in the guiding center velocity vGa.
3. Algorithm

A Predictor-Corrector scheme is used for evolving particle coordinates and the weight equations. Gyro-

averaging is done with the four-point averaging procedure [20]. Field solvers and the collision operator are

described below.
3.1. Solving Ampere’s law

The bi=me term in Ampere�s law, Eq. (13), and the first term on the RHS of Eq. (11) represent contri-

butions of the electric current carried by f0eðpkÞ, i.e.,
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dj½f0e� ¼
1

me

Z
f0eðv?; pkÞAkðxÞ dv ¼

1

me

Ak: ð16Þ

Due to the large mass ratio bi=me is typically much larger than k2?q2
i . This term has to be largely canceled

by part of
R
hvkdv. This can be easily seen by noticing the fact that in a uniform plasma the Alf�vven mode

frequency is independent of the mass ratio at moderate b, consequently, the explicit strong dependence on

the mass ratio in Eq. (13) should be canceled out. However, with discrete particle effects and finite particle
shape effects involved in the evaluation of the bi

R
hvkdv term, inexact cancellation occurs. This difficulty

arises because we have chosen f0a in the df scheme to be Maxwellian in terms of the canonical momentum

(to eliminate oAk=ot from the equations), instead of Maxwellian in terms of vk. The difference between the

two, f0eðvkÞ 
 f0eðpkÞ, is represented in particle weights. In particle simulations the current carried by

particles is computed by summing over the product of individual particle velocity and weight, therefore is

explicitly dependent on particle velocities. Our approach to facilitate the cancellation between the two

currents, that comes from f0e and that comes from f0eðvkÞ 
 f0eðpkÞ, is to rewrite dj½f0e� in a form that shows

explicit velocity dependence and, subsequently, to replace f0e by its discrete representation. We first rewrite
Eq. (16) as

dj½f0e� ¼ s
Z

f0eðv?; pkÞp2k AkðxÞ dv: ð17Þ

No approximation is made here, however, Eq. (17) allows better cancellation between the two currents

when the velocity integral is replaced by summing over particles. This can be seen by examining the linear

part of f0eðvkÞ 
 f0eðpkÞ,

f0eðvkÞ 
 f0eðpkÞ � 
spkAkf0eðpkÞ; ð18Þ

which is part of the particle weight. The current from this linear part is the same as that coming from f0eðpkÞ
but in the opposite direction,Z

ð
spkAkf0eðpkÞÞ vk dv ¼ 
 1

me

Ak: ð19Þ

When computing the perturbed electric current from the particle weights the integral in this equation is
of course replaced by summing over particles. The point here is that, when the difference between vk and pk
in the integrand of Eq. (19) is neglected, the integrals in Eqs. (17) and (19) have the same velocity de-

pendence.

We next replace f0e in Eq. (17) with its discrete representation (with proper normalization),

eff0e � V
N

1

2pv?

X
j

dðx
 xjÞdðv? 
 v?jÞdðvk 
 vkjÞ: ð20Þ

Here V is the volume of the simulation domain and N total number of electrons used in the simulation. The

tilde notation stands for the numerical representation. We note that using Eq. (20) to approximate the
distribution f0e is consistent with the particle weight equation, Eq. (15), in which the unknown marker

distribution is also approximated by f0e.
In addition to using the same set of discrete particles, the same scattering operation as that used forR
hvk dv has to be used to distribute Ak at the particle location to nearby grid points. That is,

edjdj½f0e�ðxÞ � V
N

s
X
j

p2kjAkðxjÞSðx
 xjÞ: ð21Þ
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Here SðxÞ is the particle shape function used to deposit the particle current to nearby grid points. A tri-

angular shape is typically used in each dimension. Thus SðxÞ ¼ S1Dðx=DxÞS1Dðy=DyÞS1Dðz=DzÞ (Dx, Dy and

Dz are the grid sizes) with

S1DðxÞ ¼
1
 jxj for jxj6 1
0 for jxj > 1:

�
ð22Þ

The value of Ak at the particle location xj in Eq. (21) is calculated from the values at the neighboring grids

using the same shape function,

AkðxjÞ ¼
X
l;m;n

Akðxl;m;nÞSðxj 
 xl;m;nÞ; ð23Þ

where xl;m;n is the location of the grid indexed ðl;m; nÞ. When we replace the bi=me term in Eq. (13) withfdfdf ½f0e� in Eq. (21), the resulting equation for Ak, upon discretization, has a matrix that involves particle

coordinates. It is solved iteratively. We rewrite Ampere�s law as�

r2

? þ bi

me

�
Anþ1
k ¼ biðfduduki 
 fdudukeÞ þ bi

1

me

An
k

�

 edjdj½f0e�

�
; ð24Þ

where fduduki and fduduke result from numerically evaluating the corresponding terms in Eq. (13). The superscript

n stands for current values, and An
k is used in the evaluation of edjdj½f0e� according to Eq. (21). The nonlinear

terms contained in the last term of Eq. (13), which arise from the distinction between vk and pk and are

proportional to Ak, are included in fduduke and also evaluated using An
k. Given the form of the RHS of Eq. (24),

Anþ1
k is solved using Fourier transforms [8]. Typically, 5–7 iterations are needed to ensure convergence.

Numerical experiments show that for shear-less slab simulations, rewriting of dj½f0e� in the form of Eq.

(17) is not necessary. In other words the factor p2kj=me in Eq. (21) can be ignored in the shear-less slab limit.

This is because in a shear-less slab geometry particle motion is extremely simple, with Maxwellian loading

in velocity and uniform loading in space the marker density in principle remains so (at least linearly) in the

simulation and dropping the velocity dependence in Eq. (21) causes no systematic change. The finite
particle size effects in Eq. (21), Sðx
 xjÞ, leads to a systematic difference between edjdj½f0e� and dj½f0e� that
cannot be eliminated by merely increasing the number of particles. In toroidal simulations there could be a

small but systematic difference between the marker density and a local Maxwellian distribution due to

effects such as particle drifts, boundary conditions and nonuniform resolution of the simulation domain due

to the use of the field-line-following coordinates, and we find that rewriting Eq. (16) in the form of Eq. (17)

is important.
3.2. The computation of / and _//

The quasi-neutrality condition, Eq. (10), is solved spectrally as described previously [8]. Eq. (11) is solved

with the following modification: Consistent with replacing dj½f0e� with edjdj½f0e� in Ampere�s law, edjdj½f0e� is also
used for evaluating the first term on the RHS of Eq. (11). The linear part of the second term on the RHS of
Eq. (11) is evaluated as previously described [8]. The nonlinear part, �gðmi=meÞrk/Ak, is directly evaluated.

The integrals in the third term and the fourth term are evaluated by depositing particle�s weighted velocity,

wjvGj, to the grid points. Thus the nonlinear effects due to the E� b drift and the magnetic fluttering are

consistently included in Eq. (11).

The last term in Eq. (11) represents the rate of change of charge density due toE� B convection of f0a. Due

to finite ion Larmor radius effects it is not negligible. In our previous implementation of the split-weight

scheme this term was evaluated using a Fourier representation for /, with gyro-averaging and the integration
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over f0a performed analytically [8]. We have found that this is again inconsistent with the discrete particles

used to evaluate the charge density in Eq. (10) and the four-point scheme for gyro-averaging. It is easy to see

that numerically this term comes from the vE 	 rf0a terms in the weight equations, Eqs. (14) and (15). More

specifically, we evaluate this part of the rate of change of the charge density due to f0a,
oqq
ot

���
f0
, according to

oqq

ot

����
f0

¼ 

X
i0s

1

4

X4

l¼1

vE 	
1

fi
rf0i

� �
j

Sðxj þ ql 
 xÞ þ
X
e0s

vE 	
1

f0e
rf0e

� �
j

Sðxj 
 xÞ: ð25Þ

Here four equally-spaced points along the ion gyro-orbits, indexed by l, are chosen, and ql is the vector
leading from the gyrocenter xj to the point l. Consistent with the gyro-averaging in particle pushing, vE for

ions in Eq. (25) is also evaluated using a four-point averaging not explicitly written in Eq. (25).
3.3. The Lorentz operator

Using Eq. (8) we have

CLðfeÞ ¼ CLðf0eðpkÞÞ 
 CL �g/
of0e
oee

� �
þ CLðhÞ: ð26Þ

The �g term is nonlinear and will be neglected. The first term is given by,

CLðf0eðpkÞÞ ¼ 
smeAkf0e; ð27Þ

which is implemented as an additional term in the electron weight equation. The third term on the RHS of

Eq. (26) is implemented using the Monte-Carlo method. After both the predictor and the corrector step, a

random change to the pitch angle variable k is carried out, with the average amount of change determined

by collision frequency and the time step [15,21],

knew ¼ koldð1
 medtÞ � 1
��


 k2
old

�
medt

�1=2
; ð28Þ

where � means equal probability of þ or 
 [21]. dt ¼ Dt for corrector step and dt ¼ 2Dt for predictor step,
Dt is the time step of the simulation.
4. Simulations

4.1. Field-line-following coordinates

In this paper we assume a magnetic equilibrium with circular concentric flux surfaces. The magnetic field

strength is Bðr; hÞ ¼ 1
 ðr=R0Þ cos h. The field-line-following coordinates [16] ðx; y; zÞ are defined by
x ¼ r 
 r0, y ¼ ðr0=q0Þðqh 
 fÞ and z ¼ q0R0h. Here ðr; h; fÞ are the usual toroidal coordinates, R0 is the

major radius at the magnetic axis, r0 is the minor radius at the center of the simulation domain, q0 ¼ qðr0Þ
the safety factor. One can think of ðx; yÞ as labeling the field line and z as a coordinate along the field line.

The particle motion is given by

_xx ¼ 
 ma

qaBR0

ðv2k þ v2?=2Þ sin h 
 oh/i
oy

þ vk
ohAki
oy

;

_yy ¼ 
 ma

qaBR0

ðv2k þ v2?=2Þðsh sin h þ cos hÞ þ oh/i
ox


 vk
ohAki
ox

;

_zz ¼ vk
R0

R
:

ð29Þ
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Here R ¼ R0 þ r cos h, s ¼ r0q0=q0. The terms dependent on / or Ak in _xx and _yy represent nonlinear dynamics

due to the E� B drift and magnetic fluttering. _ppk in Eq. (2) is found to be

_ppk ¼ 
Bl
ma

r
qR2

0

sin h 
 qa

ma

q0R0

qR
oh/i
oz

þ qa

ma
_xx
ohAki
ox

�
þ _yy

ohAki
oy

þ _zz
ohAki
oz

�

þ 1

BR0

vk
oh/i
ox

�
þ lB

ma

ohAki
ox

�
sin h þ 1

BR0

vk
oh/i
oy

�
þ lB

ma

ohAki
oy

�
ðcos h þ sh sin hÞ; ð30Þ

in which the first term on the RHS is the mirror force and is the only term needed for linear simulations.

The nonlinear terms account for the nonlinear Landau damping effect which has been shown to be sig-

nificant in determining the transport level for plasmas with weak shear, ŝs ¼ rq0=q < 1 [22].

The simulation domain ð0; lxÞ � ð0; lyÞ � ð0; lzÞ is chosen to be lz ¼ 2pq0R0, to cover the whole h range. ly
is typically chosen such that the simulation domain represents a fraction of the full torus, but in principle

can be chosen to be 2pr0=q0, to cover all toroidal angles. Periodic boundary conditions are used in x and y,
and toroidal boundary conditions [16] are used in z. The boundary condition in x is somewhat arbitrary, as

there is no natural way to connect the two radial boundaries based on physical periodicity.

4.2. Alfv�een and ITG in a shear-less slab

Consider a plasma slab with constant equilibrium magnetic field B ¼ B0ẑz. Density and temperature are

nonuniform in the x direction. Here we compare the results of linear simulations with the linear dispersion

relation discussed in [8]. The emphasis is to compare simulation results from the new algorithm as presented

in Section 3 with results from the previous algorithm in [8]. Fig. 1 shows results plotting the Alfv�een wave

frequency vs. bi. The plasma is uniform in this case. Results from both the new scheme (triangles) and the

old scheme (squares) are shown. The mode wave number is kxqi ¼ 0:2, kyqi ¼ 0:4 and kkqi ¼ 7:14� 10
4.
We choose mi ¼ 1 hence qi ¼ mivTi ¼ 1. The box size is given by lx ¼ ly ¼ 32qi, lz ¼ 8796qi, number of grids

in each dimension is Nx ¼ Ny ¼ Nz ¼ 32. The split-weight parameter �g ¼ 0:5, electron mass me ¼ 1=1837,
mei ¼ 0. The time step is XciDt ¼ 1, and the number of particles is 1048576 per species. The results from the

previous scheme show significant deviation from the dispersion relation for bi > 0:5%, whereas the results

from the new scheme show very good agreement. Fig. 2 shows similar results for the ITG mode growth

rate. The plasma is nonuniform with

jn ¼ 
 1

n0a

dn0a
dx

¼ 0:04; jTi ¼ 
 1

T0i

dT0i
dx

¼ 0:2; jTe ¼ 
 1

T0e

dT0e
dx

¼ 0: ð31Þ
Fig. 1. Alfv�een wave frequency vs. bi. Solid line is from the dispersion relation. Data points shown in squares are from the old algorithm

[8], points in triangles are from the new algorithm.



Fig. 2. Growth rate of the ITG mode vs. bi.
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Other parameters are the same as that used in Alfv�een wave simulations except that particle number is

now 262,144 per species. Results from both the new (triangles) and old (squares) schemes are shown. The
new scheme gives accurate results for all bi values shown, while the old scheme gives less accurate results for

low bi (bi=me 6 1) and wrong results for larger bi.

4.3. Toroidal linear benchmark with Eulerian codes

Consider a toroidal deuterium plasma (mi ¼ 2) with the Waltz standard case parameter set [23]:

R0=a ¼ 3:0, r0=a ¼ 0:5, R0jTi ¼ R0jTe ¼ 9:0, R0jn ¼ 3:0, s0 ¼ r0q0=q0 ¼ 1:0 and q0 ¼ 2:0. Here we compare

results of mode growth rate and frequency from the particle code with that from Eulerian codes gks [12]

and GYRO [11]. Figs. 3 and 4 plot the computed data for mode growth rate and frequency as functions of

bi. The mode wave number is kyqi ¼ 0:3. The size of the simulation box is lx ¼ 4:71, ly ¼ 29:6 and

lz ¼ 2pq0R0 with R0 ¼ 1000:0. The grid numbers are 8� 32� 32. Time step Dt ¼ 4. A total of 32,768

particles are loaded for each species. The split-weight parameter �g ¼ 0:5. Results from the particle code are

converged with respect to �g and lx, assuming lx is not too big. Results for both the finite-b modified ITG
branch and the Kinetic Ballooning Mode (KBM) are shown. Given the considerable difference between the

two types of codes in methodology, we consider the agreement as reasonable.
Fig. 3. Growth rate of the kyqi ¼ 0:3 mode vs. bi for the Waltz standard case. Solid line is from GYRO, dashed line from gks, points

from the particle code.



Fig. 5. Growth rate the kyqi ¼ 0:3 mode vs. mei for the Waltz standard case.

Fig. 4. Frequency of the kyqi ¼ 0:3 mode vs. bi for the Waltz standard case.
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4.4. Collisional effects

Fig. 5 shows the effects of collisions on the linear growth rate of the kyqi ¼ 0:3 mode at bi ¼ 0, using

previous parameters. Also shown are results from gks and GYRO. To avoid numerical difficulty at small

energy ee, where the collision rate me becomes singular, a cut-off velocity vc ¼ 0:05vTe is chosen such that

electrons with v < vc are not subject to collisions. Growth rates from the particle code at low collision rate is
lower than that from the Eulerian codes, possibly caused by different resolution of the velocity space. We

have verified that changing the cut-off velocity to vc ¼ 0:1vTe in the particle code causes little change in the

results.
4.5. Nonlinear simulations

We use the Cyclone DIII-D Base Case [24] parameters to test the algorithm nonlinearly. These are

typical H-mode plasma parameters as follows: R=LTi ¼ 6:9, R=LTe ¼ 0, R=Ln ¼ 2:2, q0 ¼ 1:4, s ¼ 0:78,
r0=R ¼ 0:18, mi ¼ 1, me ¼ 1=1837. In the following simulations a collision frequency of mei=xci ¼ 3� 10
4 is

used. The size of the simulation box is lx � ly � lz ¼ 65:3qi � 64qi � 8796qi, grid numbers are 64� 64. Time

step is xciDt ¼ 3. Fig. 6 shows the evolution of the ion heat flux vi from three runs, with bi ¼ 10
4; 2� 10
3

and with adiabatic electrons (dne ¼ sð/ 
 h/iÞ with / being the average h/i on a flux surface). A total of
2,097,152 particles is loaded per species for the simulations with kinetic electrons, while 1,048,576 ions are



Fig. 6. Evolution of the ion heat diffusivity in time.
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loaded for the adiabatic electron case. The estimated steady state diffusivity for the adiabatic electron run,

obtained from averaging over the period 85 < t < 130 (see Fig. 6), is viLn=q2
i vTi � 2:1, in agreement with

other gyrokinetic particle codes [24]. The inclusion of kinetic electrons (both trapped and passing) at
bi ¼ 10
4 increases the maximum growth rate from cLn=vTi ¼ 0:11 to cLn=vTi ¼ 0:16 and increases vi to

viLn=q2
i vTi � 3:5 (obtained from averaging over the period 80 < t < 150). Increasing beta to bi ¼ 0:002

(corresponding to total plasma beta of b ¼ 0:8%) reduces the maximum growth rate to cLn=vTi ¼ 0:07 and

the steady state diffusivity to viLn=q2
i vTi � 1:0 (obtained from averaging over the period 90 < t < 150), well

below the adiabatic electron level. Much larger ion heat fluxes are observed as bi is increased to above the

KBM threshold. The experimentally measured ion heat diffusivity for the DIII-D shot (shot #81499 at time

t ¼ 4000 ms, for which the base case parameters are based on) is viLn=q2
i vTi � 0:16 [24], much lower than the

adiabatic electron level. Although a direct simulation of the experiment is not attempted here, as we do not
yet have effects such as profile variation, realistic geometry, impurities, etc., in the model, the simulation

results indicate that electromagnetic effects on the ITG turbulence play an important role in determining the

transport level.
5. Conclusion

In this paper we have developed an algorithm for the simulation of microinstabilities on the space scale
of the ion Larmor radius with kinetic electrons and electromagnetic perturbations, keeping dB? and ne-

glecting dBk. Keeping only perpendicular magnetic field perturbations is valid for low beta plasmas. The

key elements of the algorithm comprise of: (1) an adjustable split-weight scheme that allows for an increase

in the time step to a practically acceptable level in nonlinear simulations of multiple modes; and (2) an

algorithm for solving Ampere�s equation for moderate b, bimi=me � 1, in which the current carried by the

zero-order distribution is evaluated using the marker particle population in such a way as to ensure ac-

curate cancellation with the corresponding current carried in df . The algorithm was thoroughly tested

linearly in shear-less slab geometry where analytical dispersion relation is available. Linear comparisons
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with the gks and GYRO toroidal continuum codes are also good. Finally, nonlinear simulations in toroidal

geometry show that the ion energy flux decreases as b is increased, but with b still below the kinetic bal-

looning limit. Above the kinetic ballooning threshold, the simulations show energy fluxes that are ten or

more times higher than corresponding electrostatic simulations.
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